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Recently several schemes have been proposed to perform self-consistent GW calculations within a one-
particle �quasiparticle� approximation. These so-called quasiparticle self-consistent GW schemes have been
found to be successful in reproducing band gaps of semiconductors but there is some arbitrariness in the choice
of the “effective” one-particle Hamiltonian in these schemes and their validity has not been assessed. To avoid
ambiguity in choosing the one-particle Hamiltonian, we propose a scheme which is based on Löwdin’s method
of symmetric orthogonalization. In our approach we first calculate the true quasiparticle wave functions and
energies with the real part of the frequency-dependent self-energy, and then orthonormalize these states using
Löwdin’s procedure to construct the effective quasiparticle Hamiltonian. Löwdin’s procedure ensures that the
obtained orthonormal orbitals are the closest to the original nonorthogonal quasiparticle wave functions in the
least-square sense and uniquely defines the one-particle Hamiltonian. Unlike previous approaches, this ap-
proach takes into account the full frequency dependence and the off-diagonal elements of the self-energy
without ambiguity. As test cases, we perform quasiparticle self-consistent GW calculations on NiO and Gd. We
find that our results compare well with previous results obtained using a different effective Hamiltonian.
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I. INTRODUCTION

The Green’s function based approach within the GW ap-
proximation �GWA� �Ref. 1� has become the method of
choice for calculating the quasiparticle band structures of
materials since the pioneering work of Hybertsen and
Louie2,3 and Godby et al.4 The GWA has since been applied
to a wide range of systems5,6 and recently the generalizations
of the method to include higher-order correlation effects
have been proposed.7–10

Despite its success, the GW method suffers from a serious
problem associated with self-consistency. The fully self-
consistent solution of Hedin’s GW equations for the electron
gas has been found to yield a larger occupied band width
than the noninteracting value, in contradiction to the experi-
mental results on the alkalis.11 Results of self-consistent cal-
culations in semiconductors seem to show too large band
gaps although some controversies still remain.12–14 In prac-
tice, the GW calculations are carried out in a nonself-
consistent or “1-shot” way. The obvious problem of the
1-shot GW calculation is that the result inevitably depends
on the initial states, which are in most cases taken to be the
Kohn-Sham eigenstates of density-functional theory �DFT�
within the local-density approximation �LDA�. Several at-
tempts have been reported to adopt better DFT approxima-
tions as a starting point15–18 but it is difficult to improve the
accuracy of the calculations in a systematic way.

As previously explained,19–22 the failure of the �fully�
self-consistent GWA is attributed to the “underscreening” ef-
fect originating from neglecting the vertex part. Due to the
many-body effects the quasiparticle peaks of the Green’s
function are broadened and their weights are decreased,
which leads to the underestimation of the polarization or the
screening effect coming from the particle-hole excitation. A

practical prescription to avoid this problem is to perform the
calculation without the broadening effect, keeping the one-
particle picture; that is, instead of solving the GW equations
directly, one constructs from the GW self-energy some “ef-
fective” Hermitian potential or Hamiltonian and use the cor-
responding eigenstates to construct the GW self-energy for
the next iteration. This cycle is repeated until convergence is
reached.

The simplest self-consistent GW approach is “eigenvalue-
only” or “diagonal-only” self-consistent GW scheme, in
which the wave functions are fixed as the Kohn-Sham ones,
and only the eigenenergies are calculated self-consistently.
Since in many systems the Kohn-Sham eigenfunctions are
found to be very close to the quasiparticle wave functions,3

this is a reasonable approximation. However, in some mate-
rials the Kohn-Sham orbitals and energies do not form a
good starting point and it is necessary to improve the wave
functions. In such cases, the off-diagonal part of the self-
energy cannot be neglected. In earlier work by Continenza et
al.,23 they approximated the self-energy by a static potential
with a model dielectric function. In Ref. 24 the self-
consistency in NiO was simulated by adding a static correc-
tion term on Ni eg bands to the Kohn-Sham Hamiltonian. Of
these schemes, one of the most successful is the quasiparticle
self-consistent GW �QSGW� method proposed by Faleev et
al.,20–22 in which they proposed an effective one-body
exchange-correlation potential that is constructed from the
GW self-energy at some reference energies, whose form is
formally derived by defining a measure of the difference be-
tween the self-energy and the effective potential and mini-
mizing it. Recently Bruneval et al.25 proposed to adopt the
self-consistent static coulomb hole and screened exchange
approximation to construct one-particle states, which are
used in a subsequent 1-shot GW calculation.
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Although these self-consistent GW schemes practically
improve the quasiparticle spectra compared to the 1-shot
GW results, especially for correlated materials such as
transition-metal oxides, there is ambiguity in defining the
static Hamiltonian since the self-energy is frequency depen-
dent and not Hermitian. The objective of the present paper is
to construct a unique effective Hamiltonian using Löwdin’s
method of symmetric orthogonalization.26 By ensuring that
the orthonormal eigenfunctions of the effective Hamiltonian
are the closest to the nonorthogonal quasiparticle wave func-
tions in the least-square sense, this procedure uniquely de-
fines the one-particle Hamiltonian and takes into account the
full frequency dependence and the off-diagonal elements of
the self-energy without ambiguity. A precursor of the present
scheme, which may be termed the quasiparticle mode �QPM�
method,27 was previously applied to the vanadium oxide in
its simplified form and successfully reproduced the insulat-
ing phase. We then investigate how the different choices of
the effective quasiparticle Hamiltonian affect the results. We
first describe our scheme in detail and present results of the
quasiparticle calculations of antiferromagnetic NiO and fer-
romagnetic Gd, whose quasiparticle energy levels are poorly
reproduced by the LDA or the usual 1-shot GW scheme due
to the presence of the localized d and f orbitals. We find that
for these systems our scheme yields results which agree well
with previous calculations based on the QSGW. Finally we
discuss possible reasons and implications of our findings.

II. METHOD

In the GWA, the self-energy is approximated as1,5

��r,r�,�� =
i

2�
� G�r,r�,� + ���W�r,r�,���d��. �1�

Here G is the one-particle Green’s function and the screened
coulomb interaction W is related to the polarization function
P by W=v+vPW. In usual 1-shot GW calculations, G in Eq.
�1� is replaced by a bare �noninteracting� Green’s function
calculated with Kohn-Sham eigenfunctions and energies
��k�

KS ,�k�
KS�, and P is calculated within the random-phase ap-

proximation �RPA� as
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In the region where the imaginary part of the self-energy is
small, the quasiparticle wave functions and energies are
given as the solutions of

det	� − h0�k� − R��k,��
 = 0, �3�

where h0 is the Hartree Hamiltonian and R denotes the Her-
mitian part. Due to the frequency dependence of �, the
eigenvectors of Eq. �3� are, in general, not orthogonal.

The problem arises when one performs GW calculations
self-consistently within a quasiparticle scheme, namely, how

to construct orthonormal wave functions from the nonor-
thogonal quasiparticle states, or equivalently how to con-
struct the effective one-particle Hamiltonian. The problem
may be formulated as follows: given a set of linearly inde-
pendent nonorthogonal quasiparticle wave functions ��kn�
what would be the closest orthonormal orbitals ��k�� to
��k�� in the least-square sense? Mathematically we wish to
minimize

 = �
k�

��k� − �k��2 �4�

subject to the orthonormality of ��k��. It has been proven by
Carlson and Keller28 that the set of orthonormal orbitals that
fulfills this minimization condition can be constructed by
using Löwdin’s method of symmetric orthogonalization.26

The set of orthonormal orbitals that minimizes Eq. �4� is
given by

� = �C, CC+ = S−1, �5�

where

S�� = ��k���k� �6�

is the overlap matrix.
The Hermitian Hamiltonian that yields the closest ortho-

normal eigenfunctions to the given set of nonorthogonal qua-
siparticle states �Ek� ,�k��, in the least-square sense, is then
given by

hQPM�k� = �
�

��k�Ek���k�� . �7�

It is worth noting that the eigenenergies of this Hamiltonian
are the same as the quasiparticle energies obtained from the
solutions of Eq. �3�, as can be seen from Eq. �7�. This form
has an advantage in that there is no ambiguity arising from
the frequency dependence of the self-energy and it works
even in cases where the off-diagonal elements are large only
for certain energy region so that it can be applied when the
frequency dependence of the off-diagonal self-energy is im-
portant. We believe this approximation gives the closest
states to the true quasiparticle states without ambiguity.

In our previous work,27 which may be regarded as a pre-
cursor to Eq. �7� we proposed an effective quasiparticle
Hamiltonian given by hQPM�k�=����k�Ek���k��, where
�Ek� ,�k�� are the eigenvalues and eigenvectors of Eq. �3�.
This form, however, has a potential problem due to a nonor-
thogonality of the quasiparticle wave functions; since
����k���k�� differs from unity, the eigenvectors of this
Hamiltonian are not invariant with respect to a uniform shift
of the energy level Ek�→Ek�+�.

Special care is needed in constructing the Hamiltonian by
Eq. �7�. Equation �3� can be solved iteratively or by a
linearization27 but, in general, the number of roots can be
larger than the number of the one-particle states due to the
dynamical correlation and those extra solutions appear in the
spectra as satellite peaks. To adhere to the one-particle pic-
ture, the summation in Eq. �7� must be performed over only
the quasiparticle solutions of Eq. �3�; thus one has to pick out
the quasiparticle solutions from all the solutions. In simple
semiconductors it is easy to recognize plasmon satellites be-
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cause the plasmon peak and quasiparticle peaks are well
separated. However, in correlated systems the self-energy
spectra becomes highly nonlinear and distinguishing the qua-
siparticle solutions and extra solutions can be difficult.

In this work, in each iteration we solve Eq. �3� by a lin-
earization and when the number of roots in Eq. �3� is the
same as the number of the bands considered, we use those
solutions directly to construct the effective Hamiltonian
hQPM. When we find more solutions, we do not use the ob-
tained states for calculating hQPM; instead, we adopt the fol-
lowing first-order perturbation scheme to calculate the qua-
siparticle states, similar to the one in Ref. 29. After the ith
iteration we have a set of �orthonormal� wave functions and
energies ��k�

�i� ,�k�
�i��. From these states we calculate �nonor-

thogonal� quasiparticle wave functions according to �k�

=������k��k�
�i� , where

����k� = �1 �� = ��
��k�

�i� �R���k�
�i����k�

�i�
�k�

�i� − �k�
�i� �� � �� � �8�

and the quasiparticle energies are calculated as

Ek� = �k�
�i� + Z��k�

�i� �R���k�
�i����k�

�i� . �9�

Here � is defined as �=�+h0−hQPM�old�, where hQPM�old�

is the QPM Hamiltonian 	Eq. �7�
 in a previous iteration used
to construct ��k�

�i� ,�k�
�i��. The �i+1�th states ��k�

�i+1� ,�k�
�i+1�� are

computed by diagonalizing Eq. �7� using the above
��k� ,Ek��. The change in the density in the Hartree potential
is also taken into account. The renormalization factor Z in
Eq. �9� can be calculated from the slope of
��k�

�i� �R������k�
�i� but in some cases due to the rapid varia-

tion in the self-energy with frequency the Z factor thus cal-
culated can be too large or even negative. To avoid this in-
stability, we fix Z for all the states. In this perturbation
scheme the converged energies do not depend on the choice
of Z because as one can see from Eq. �9� after the self-
consistency is reached the second term of the right-hand side
of Eq. �9� should be zero. To accelerate convergence, how-
ever, Z is set to 0.6. In the present calculations the extra
solutions disappear after several iterations and the remaining
solutions can be identified as the quasiparticle solutions.

In this paper, we compare the results of our scheme with
those obtained with the diagonal-only self-consistent GW
scheme and the QSGW scheme proposed by Faleev et al.;20

in the latter the following form of the effective exchange-
correlation potential is used:

��k��vxc
eff��k� =

1

2
R	����k,�k�� + ����k,�k��
 . �10�

The difference between their QSGW scheme and our scheme
is that in the QSGW scheme it is the Hamiltonian, not the
wave functions, that is optimized to simulate the quasiparti-
cle states; in Ref. 22 the above effective potential is derived
by minimizing the difference between the self-energy and the
effective one-particle potential veff.

Our calculations are based on the full-potential linear-
muffin-tin orbital �LMTO� code;30 the details of the GW code
is described in Ref. 22. Local orbitals corresponding to Ni 4d

and Gd 5f states are included. In this work, the quasiparticle
wave functions are always expanded in the LDA wave func-
tions. The self-energy matrix is calculated by including 28
unoccupied bands for NiO and 21 �28� fully unoccupied
bands for Gd majority-spin �minority-spin� channel, whose
energies correspond to around 3 Ry above the Fermi energy.
For other higher states we simulate the self-energy correction
by shifting the LDA energy levels as is done in Ref. 22. We
iterate until all the quasiparticle energies converge. In order
to calculate the quasiparticle band structure near the Fermi
energy, one has to calculate the self-energy and effective
Hamiltonian at a very large number of k points along high-
symmetry lines; instead of doing this cumbersome task we
have used the band-structure interpolation scheme using the
maximally localized Wannier function.31,32 Similar interpola-
tion scheme is recently reported in Ref. 33. We have used the
program package WANNIER90.34,35 We have used 4	4	4
and 6	6	6 k-point sampling for NiO and Gd, respectively.
For simplicity we have assumed fcc lattice structure for Gd.

III. RESULTS AND DISCUSSIONS

A. NiO

The band structures of antiferromagnetic NiO calculated
with the �spin-dependent� LDA and self-consistent GW
schemes are shown in Figs. 1�a�–1�c� and compared with
available experimental angle-resolved photoemission spec-
troscopy �ARPES� data.36 The x-ray photoelectron spectros-
copy �XPS� and bremsstrahlung isochromat spectroscopy
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FIG. 1. �Color online� Band structure of antiferromagnetic NiO
in eV calculated with �a� LDA, �b� diagonal-only self-consistent
GW, and �c� QPM �solid lines� and QSGW �dashed lines�. In each
figure the ARPES data from Ref. 36 are also shown as triangles and
the zero of the energy is set at the top of the valence band. �d� XPS
and BIS spectra from Ref. 37.
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�BIS� data37 are also shown in Fig. 1�d�. As is well known,38

the LDA 	Fig. 1�a�
 yields a too small band gap compared to
the experimental value of 4.2 eV. The lowest conduction
band has mainly Ni minority-spin eg character. The upper
valence bands mostly consist of Ni 3d character and are
separated from the lower valence bands with predominantly
O 2p character. This is different from the commonly ac-
cepted charge-transfer interpretation of this material. In the
diagonal-only self-consistent GW result 	Fig. 1�b�
, in agree-
ment with previous work,22 the eg conduction band shifts
upward by about 1 eV but the resulting band gap of �2 eV
is still smaller than the experimental one. Furthermore, the
dispersion of the occupied bands does not show any signifi-
cant change; this result indicates the importance of the modi-
fication in the wave functions from the LDA ones, as previ-
ously reported.24

Our QPM result is shown in Fig. 1�c�. In agreement with
previous work,22 our GW calculation yields a somewhat
larger band gap of �5 eV than the experimental value of 4.2
eV. There are different views regarding the character of the
lowest unoccupied state. One view interprets it to be of 4s
character whereas another view interprets it to be of 3d char-
acter of e2g symmetry. The GW calculation places the unoc-
cupied 4s band lower than the narrow 3d band of e2g sym-
metry but this may be due to a shortcoming of the self-
consistent quasiparticle GW scheme which may tend to
exaggerate the gap between the occupied t2g band and the
unoccupied eg band. It has been systematically found in
many cases that the quasiparticle self-consistent GW scheme
often overestimates the band gaps. More accurate theory for
systems with strong onsite correlations is clearly needed.

In Fig. 2 we compare the quasiparticle self-consistent GW
result with the LDA result and ARPES data. The lowest
band, as has been known for a long time, is not found ex-
perimentally. The broad oxygen 2p bands are relatively well
reproduced already at the LDA level. Some deviations

around the � point are observed and the GW calculation does
not seem to give much improvement, somewhat surprising
considering that the GWA is expected to work well for de-
scribing extended states. Regarding the 3d bands, it is diffi-
cult to make a one-to-one comparison with experiment since
the number of calculated bands considerably exceeds the
number of experimentally observed bands. For the lower part
of the 3d bands that hybridize with the oxygen 2p bands the
GW result is in better agreement with experiment compared
to the LDA result.

In Fig. 1�c� we compare also our result with the QSGW
one. As can be seen, the two schemes give almost identical
band structures, though we have used two different forms of
the effective Hamiltonian and the two calculations follow
different paths �see Fig. 3�. We have found that in addition to
the energy dispersion the calculated density distribution39

and the self-energy spectra are very similar in these two
methods; this means the two schemes reached the same fixed
point. In order to confirm this, we construct the effective
quasiparticle Hamiltonian in the QSGW scheme, hQSGW=h0
+vxc

QSGW, where vxc
QSGW is given in Eq. �10�, from the GW

self-energy calculated with the effective quasiparticle wave
functions and energies ��k� ,�k�� obtained from the QPM
scheme, and plot the off-diagonal elements of hQSGW in Fig.
4. The result of the 1-shot GW calculation �i.e., ��k� ,�k��
= ��k�

KS ,�k�
KS�� is also shown for comparison. In the 1-shot GW

result the off-diagonal elements are as large as �1 eV while
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FIG. 2. �Color online� Comparison of the valence-band structure
of antiferromagnetic NiO in eV calculated with LDA �dashed lines�
and QPM �solid lines� together with the ARPES data from Ref. 36
�triangles�. The zero of the energy is set at the top of the valence
band.
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FIG. 3. �Color online� Direct band gap of NiO at k= �0,0 ,0� in
each iteration within the QPM �triangles� and QSGW �squares�. The
lines are a guide to the eye.
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FIG. 4. �Color online� Matrix elements ���k��h0+vxc
QSGW��k��

for ��� at k= �0,0 ,0� as a function of �k� within the 1-shot GW
�crosses� and QPM �triangles�. Here vxc

QSGW=vxc
QSGW	��k� ,�k��
 is

calculated by using the wave functions and eigenenergies obtained
in each scheme.
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in the QPM result they are almost zero for all the bands
considered, which means the states obtained in the self-
consistent QPM calculation also diagonalize the QSGW
Hamiltonian. This, however, does not mean that the off-
diagonal self-energy completely disappears after self-
consistency. In order to see this, in Fig. 5 we compare the
off-diagonal elements of ���k��h0�k�+R��k ,����k�� as a
function of frequency for 1-shot GW and after the self-
consistent QPM calculation. After self-consistency there still
remain significant off-diagonal elements of h0+R���� of
�1 eV that can be regarded as a measure of the difference
between the “true” quasiparticle wave functions and “effec-
tive” ones that are subject to orthonormal condition. The
self-consistent solution of the QPM or the QSGW calcula-
tions diagonalizes the particular form of the Hamiltonian
hQSGW but it is not the “eigenstates” of the quasiparticle
equation 	Eq. �3�
.

In Fig. 5 it can be seen that while the 1-shot GW result
shows a strong frequency dependence, after self-consistency
is reached the off-diagonal self-energy becomes very smooth
near the Fermi energy. This is a consequence of the large gap
of �5 eV in the QPM result since in the RPA polarization
	Eq. �2�
 there is no transition less than the band gap and
Im � becomes structureless in that energy region. This weak
frequency dependence could be part of the reason why the
QPM and QSGW yield the same results as in the latter the
choice of the reference energy in Eq. �10� becomes irrel-
evant. However, considering that while the off-diagonal ele-
ments of h0+R���� is as large as �1 eV �Fig. 5� but those
of hQSGW �Fig. 4� are almost zero, this unexpected agreement
is not explained by the structureless frequency spectra of the
off-diagonal self-energy alone. We have indeed found that if
we choose the effective potential as ��k��ṽxc��k�
=R����k ,�k�� and calculate ��k��h0+ ṽxc��k� using the
QPM wave functions and energies as is done to obtain Fig. 4,
the off-diagonal elements of this Hamiltonian do not disap-
pear, which indicates the frequency dependence of the self-
energy cannot be simply neglected.

Self-consistency also changes the diagonal parts of the
self-energy drastically; in Fig. 6 we plot the diagonal self-

energy of the highest valence band 	�a� and �b�
 and the
unoccupied Ni eg band 	�c� and �d�
 in the 1-shot GW and
self-consistent QPM calculation. A flat region appears in the
imaginary part of � in the QPM results. Furthermore, while
the 1-shot results are strongly frequency-dependent and LDA
states are strongly renormalized with the renormalization
factor Z=0.5, after self-consistency Z becomes rather large
��0.8�. The reason for these is again due to the increase in
the band gap. Since the imaginary part of the self-energy is
zero within the gap, through the Hilbert transform or the
Kramers-Kronig relation the increase in the gap smoothes
out the real part of the self-energy and at the same time
reduces its slope over the gap resulting in larger Z factor.
Physically, the increase in the band gap reduces the probabil-
ity of the quasiparticle to decay by creating electron-hole
excitations.

B. Gd

Ferromagnetic Gd is a “half-filled” system, where
majority-spin f bands are fully occupied and minority-spin f
bands are unoccupied. The experimental XPS and BIS data
are available in Ref. 40 which is reproduced in Fig. 7�g�; the
position of occupied �unoccupied� f states is determined to
be 7.44 �4.04�eV below �above� the Fermi level. In Figs.
7�a�–7�f� the calculated band structures of ferromagnetic Gd
are shown. The LDA 	Fig. 7�a� and 7�b�
 fails to describe the
correct f level of this system; the majority-spin f levels are
located �−5 eV below the Fermi level that are too shallow
compared to experiment and the minority-spin f bands are
located just above the Fermi level. The LDA is also known to
fail to predict the ferromagnetic ground state41 while the
LDA+U scheme42 correctly reproduces the ferromagnetic
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FIG. 5. �Color online� Off-diagonal elements of the Hartree
Hamiltonian plus the self-energy of antiferromagnetic NiO
���k��h0�k�+R��k ,����k�� in 1-shot GW �circles� and self-
consistent QPM calculation �squares� for various bands at k
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ground state and the positions of f levels.43 In the diagonal-
only self-consistent GW results 	Figs. 7�c� and 7�d�
 the
majority-spin f bands are shifted down by 2 eV and located
around 7 eV, in a better agreement with experiment. Simi-
larly the minority-spin f bands are pushed up and lie at
around 8 eV. It is seen by comparing Figs. 7�b� and 7�d� that
the bands coupled with minority-spin f orbitals are also
dragged up to higher energy; this fictitious effect is due to the
fact that the diagonal-only self-consistent GW scheme does
not change the hybridization. Thus also for this material it is
important to include the off-diagonal self-energy.

Figures 7�e� and 7�f� show the results of QPM and QSGW
methods; again, the two schemes yield almost identical re-
sults. Although we have assumed fcc lattice structure instead
of the experimentally observed hcp, the obtained results re-
produce the main features of the previous QSGW calculation
by Chantis et al.;44 the position of majority-spin f �8 eV
below the Fermi level� is in reasonable agreement with ex-
periment while the minority-spin f levels are �4 eV too
high compared to the BIS result. The unoccupied 4f states
appear to be significantly broader than the LDA result and
the experiment, implying that the 4f states in the GW calcu-

lation hybridize too much with the other states. Again, these
point to the need for a more accurate theory beyond the
GWA.

To see the effects of the off-diagonal self-energy, in Figs.
8 and 9 we plot the off-diagonal matrix elements of hQSGW

and the h0+R��k ,�� in the basis of the effective wave func-
tions of the 1-shot GW and the QPM. As in NiO, the wave
functions and energies obtained in the QPM are found to
diagonalize the QSGW Hamiltonian even though some off-
diagonal matrix elements of h0+R��k ,�� are rather large
��1 eV�. Unlike the NiO case, the off-diagonal self-energy
is not very smooth near the Fermi energy, especially for the
minority-spin channel. Accordingly, for Gd f bands the
renormalization factor Z remains rather small ��0.5� after
the self-consistent calculation as can be seen from the diag-
onal self-energy spectra in Fig. 10. The large off-diagonal
self-energy elements and small renormalization factor Z may
be an indication of the importance of many-body correlation
effect for minority-spin channel that is not correctly captured
in the GWA.

The above calculations of NiO and Gd indicate that for
these systems the quasiparticle self-consistent solutions are
not too sensitive to the choice of the effective one-particle
Hamiltonian �QPM or QSGW� though further comparisons
for other correlated systems and possible different forms of
the effective Hamiltonian are required to see if this trend is a
general one. As shown above, the solutions given by these
schemes are not true quasiparticle states but may be regarded
as a “one-particle limit” of the quasiparticle states within the
GWA.
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FIG. 7. �Color online� Band structure of Gd in eV calculated
with 	�a� and �b�
 LDA, 	�c� and �d�
 diagonal-only self-consistent
GW, 	�e� and �f�
 QPM �solid lines� and QSGW �dashed lines�.
Figures �a�, �c�, and �e� are of majority spin and �b�, �d�, and �f� are
of minority spin. �g� XPS and BIS spectra of Gd from Ref. 40.
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The current results also suggest that for a given system
there exists a static Hermitian Hamiltonian which reproduces
the GW quasiparticle energies and the Löwdin’s orthonor-
malized quasiparticle wave functions. The existence of a
one-particle Hamiltonian with the same eigenvalues and
wave functions as the true quasiparticle energies and or-
thonormalized quasiparticle wave functions provides a moti-
vation for simplifying the �self-consistent� GW calculation
without introducing the frequency dependence of the self-
energy since self-consistent GW schemes are extremely time
consuming. This may also lend some justification to static
methods such as the LDA+U scheme and the recently intro-
duced LDA+Gutzwiller method,45 in which time-consuming
direct calculations of the energy-dependent self-energy are
circumvented. Evidently, the neglect of the energy depen-
dence of the self-energy inevitably imposes some limitations.
For example, it is not possible to obtain the one-particle
spectral functions observed in photoemission experiments.
Nevertheless the one-particle picture is sufficient in many
cases for interpreting a wide range of physical phenomena.

IV. CONCLUSIONS

In this paper we have proposed a scheme, based on Löw-
din’s method of symmetric orthogonalization, to construct an
effective one-particle Hamiltonian whose eigenenergies are

the same as the quasiparticle energies and whose orthonor-
mal eigenfunctions are the closest to the original nonor-
thogonal quasiparticle wave functions in the least-square
sense. This procedure uniquely defines the one-particle
Hamiltonian and takes into account the full frequency depen-
dence and the off-diagonal elements of the self-energy with-
out ambiguity.

As test cases we have applied the scheme to antiferromag-
netic NiO and ferromagnetic Gd. The calculated quasiparti-
cle energies and wave functions are found to be very close to
those in the QSGW method. Our results support the idea that
these schemes may be viewed as a method that gives the
“best” effective mean-field solution within RPA, which may
be used as a sensible starting point for calculations including
higher-order many-body correlation effects.
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